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Abstract
This paper proposes a neural network classifier which

can automatically detect the occluded regions in the given
image and replace that regions with the estimated values.
An auto-associative memory is used to detect outliers such
as pixels in the occluded regions. Certainties of each pixels
are estimated by comparing the input pixels with the outputs
of the auto-associative memory. The input values to the as-
sociative memory are replaced with the new values which
are defined depending on the certainties. By repeating this
process, we can get an image in which the pixel values of the
occluded regions are replaced with the estimates. The pro-
posed classifier is designed by integrating this associative
memory with a simple classifier.

1 Introduction

The recognition target in a given image is often occluded
by uninteresting objects when the image is taken in general
situation (e.g. sunglasses on human faces). If the recogni-
tion system can automatically detect the occluded regions
using the memory and replace that regions with the esti-
mated information recalled from the memory, it is expected
that the recognition ability of the system can be improved
and the applicability of the system will be extended.

Kohonen showed that linear auto-associative memory
can roughly recall the original image from the partly oc-
cluded image[3]. The similar auto-associative memory can
be implemented by using Principal Component Analysis
(PCA) or Multi-Layer Perceptron (MLP) which has the
same number of the input and output units and is trained
to map each input vector onto itself[4, 5].

It is well known that strong backward neural connections
exist along the visual pathway in the cortex [1]. In the pri-
mate cerebral cortex, visual information from the eyes is
processed in the primary visual cortex (V1) and the output
from V1 is further processed in successive areas along the
visual pathways. The forward connection from one area to
another is always accompanied by a reciprocal backward

connection. Okajima [2] showed by the simulation experi-
ments that the system with backward connections can sep-
arate an object pattern from the background in the given
input image.
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Figure 1. Network architecture of the classi-
fier

This paper proposes a neural network classifier which
can automatically detect the occluded regions in the given
image and replace that regions with the estimated values.
Figure 1 shows the network architecture of the proposed
classifier. The network has an auto-associative network
with backward connections shown in the bottom half of the
figure 1. This auto-associative network is used to estimate
the original pixel values of the input image and to replace
the input with the estimated values when the differences are
large. By repeating this modification process, a good ap-
proximation of the original image can be recalled and the
good recognition results can be obtained.

Section 2 describes how to use the auto-associative net-
work for detecting the occluded regions and replacing that
regions with the estimated values[6]. Then the classifier
with an auto-associative memory is explained in section 3.



2 Auto-associative Network
This section introduces an auto-associative memory

which can recall its original image from an occluded im-
age. The auto-associative memory is implemented by using
a Multi-Layer Perceptron (MLP) with the same number of
the input and output units. By adding the mechanism to es-
timate certainties of the input pixel values and to replace the
input values with the estimates depending on the certainties,
the original image can be iteratively estimated from the oc-
cluded image.

2.1 MLP for auto-associative memory

Figure 2. MLP for auto-associative memory.

Consider a MLP with only one hidden layer as shown in
figure 2. Let the number of the input and output units and
the number of hidden units beM andH(< M). Assume
the activation function of the neurons in the hidden and the
output layers is linear. It is known that the network per-
forms a projection onto theH-dimensional sub-space which
is spanned by the firstH principal components of the train-
ing data when the network is trained such that the network
maps each input vector onto itself[4].

Let the training data be{xj = (xj1, . . . , xjM )T ∈
RM}N

j=1. Denote the output of the hidden units and the
output of the output units for the input vectorxj asyj =
(yj1, . . . , yjH)T ∈ RH andzj = (zj1, . . . , zjN )T ∈ RM .
Also the weights from the input to the hidden and from the
hidden to the output are denoted asU = [u1, . . . , uH ] and
W = [w1, . . . , wM ]. Then the network computes the out-
puts as

yjh = uT
h xj (h = 1, . . . , H)

zjm = wT
myj (m = 1, . . . ,M). (1)

The network can be trained by minimizing a sum-of
squares error

ε2 =
1
2

N∑

j=1

ε2
j =

1
2

N∑

j=1

‖xj − zj‖2. (2)

From the viewpoints of the maximum likelihood estimation,
this is equivalent to considering a probabilistic model of er-
rors ε2

j as Gaussian with zero mean. For the consistency

with the training of the classifier, here we use the evaluation
criterion

l1 = −ε2 = −1
2

N∑

j=1

ε2
j . (3)

By taking the partial derivatives of this evaluation criterion,
we can obtain the learning rule as

∆wmh = α

N∑

j=1

(xjm − zjm)yjh

∆uhn = α

N∑

j=1

M∑
m=1

(xjm − zjm)wmhxjn, (4)

whereα is the learning rate.

2.2 Recall of the original image from the occluded
image

The auto-associative network described in the previous
section has ability to retrieve an approximation of the orig-
inal image from the image with some noises or occlude re-
gions. However the retrieved image may be influenced by
such noises or occlusions. To improve the robustness of
the auto-associative memory to the occlusions, a certainty
measure of each pixel is introduced by evaluating the dif-
ference between the pixel values of the input image and the
retrieved image. The pixel values are modified by using the
certainty of each pixel and this process of the retrieval and
the modification is repeated several times. The scheme is
shown in Figure 2. The concrete process is summarized as
follows;

STEP 0: Initialize the iteration parametert as t = 0 and
assign the input imagex to the input vector of the auto-
associative memorŷx(0).

STEP 1: Recall the outputz(t) of the auto-associative
memory from the input̂x(t).

STEP 2: Compute the pixel-wise differencesε2
i (t) =

(xi − zi(t))2 between the input imagex and the re-
trieved imagez(t). Compute the “certainty”βi(t) of
each pixel by using these differences as

βi(t) = exp
(
− ε2

i (t)
2 σ2(t)

)
, (5)

whereσ(t) is the robust estimation of the standard de-
viations of the differencesεi(t) [7] and is obtained by

σ(t) = 1.4826
(

1 +
5

N − 1

)
med

i

√
ε2

i (t). (6)

Heremed(x) denotes the median of thex.
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STEP 3: Compute the new input̂x(t + 1) of the auto-
associative memory by using the “certainty” of each
pixel as

x̂i(t + 1) = βi(t)xi + (1− βi(t)) zi(t). (7)

Set the iteration parameter ast ← t+1 and go to STEP
1 to repeat the modification process until the number of
iterations is less than the specified value.

A good approximation of the original image can be re-
called by repeating this modification process several times.
The equation (7) means that the pixel value of the input im-
age is trustfully used at the pixels with high certainty while
the estimated value is used at the pixels with low certainty.
Computation of the STEP 2 is similar to the robust template
matching[8] which can automatically remove occluded re-
gions as outliers and computes the correlation of inliers.

2.3 Recall experiments

(a) original images

(b) occluded images

(c) Recalled images by the simple associative memory

(d) Recalled images by the proposed associative memory

Figure 3. Recall from the occluded images.

To confirm the effectiveness of the proposed auto-
associative memory, we have performed experiments using
face images of 31 persons in the ARFace Database[9]. The
size of each image is normalized to18×25(= 450). Exam-
ples of the original face images are shown in Figure 3 (a).
The MLP was trained using these face images. Figure 3 (b)
shows examples of the occluded images. Examples of the
recalled images are shown in Figure 3 (c) and (d). In this
case, the number of hidden units was set to17. It is noticed
that the results of the simple auto-associative memory with-
out iterations are improved by the proposed method. Figure
4 shows the sum of squares error between the original im-
age and the recalled images. The results with the different
number of hidden units (H = 9, H = 17, andH = 21)

are shown. The horizontal axis shows the percentage of the
occluded regions. The upper curve represents the error of
the simple associative memory, while the lower curve rep-
resents that of the proposed associative memory. The mid-
dle curve shows the results obtained by applying only one
iteration. It is noticed that the robustness to the occlusions
is improved by the proposed method. By using the modi-
fication process, the original image can be recalled even if
about 30% of the image is occluded. The tendency of the
robustness of the proposed method is same while the sum
of squared errors is improved by increasing the number of
hidden units.
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(a) pixel-wise occlusion:H = 9, H = 17, H = 21
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(b) rectangular occlusion:H = 9, H = 17, H = 21

Figure 4. Sum of squares error between the
original images and the recalled images

3 Robust classifier to the occlusions

In the applications such as face recognition or face de-
tection, observed faces are sometimes partly occluded by
sunglasses, hands, and so on. To make such recognition sys-
tems widely applicable, the recognition system should have
the ability to automatically detect the occluded regions in
the given face image. In this paper, auto-associative mem-
ory introduced in the previous section is integrated into a
simple classifier. Figure 1 shows the network architecture
of the proposed classifier. The auto-associative network is
integrated in the first half of the classifier in which the hid-
den units are shared with the auto-associative network.

3.1 Classifier and learning algorithm

In this paper, we use multinomial logit model[10] as the
classifier. Multinomial logit model is a special case of the
generalized linear model[10], and it can be regarded as one
of the simplest neural network model for multi-way classi-
fication problems. As shown in Figure 1, the connections
from the input layer to the hidden layer are shared between
the classifier and the auto-associative memory. Thus the
number of hidden units is equal toH.

Consider a classification problem withK classes
{C1, . . . , CK}. Let t = (t1, . . . , tK)T ∈ {0, 1}K denote
a binary vector composed of teacher signals withtk = 1 if
the input isCk, otherwisetk = 0. Thekth output of the
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classifierpjk is computed as the “softmax” of the weighted
sum of the hidden unitsηjk = vT

k yj , (k = 1, . . . , K − 1)
as

pjk =
exp (ηjk)

1 +
∑K−1

i=1 exp (ηji)
(8)

pjK =
1

1 +
∑K−1

i=1 exp (ηji)
. (9)

For the training samples{(xj , tj)}N
j=1, the log-

likelihood of the classifier is given by

l2 =
N∑

j=1

K−1∑

k=1

tjkηjk−
N∑

j=1

log

(
1 +

K−1∑

i=1

exp (ηji)

)
(10)

By combining this with the evaluation criterion of the
auto-associative network, we have a evaluation criterion as

l = l2 + λl1, (11)

whereλ is the parameter to adjust the weighting of these
two criteria.

The learning rule for the proposed classifier can be ob-
tained as

∆vkh = α

N∑

j=1

(tjk − pjk) yjh

∆wmh = αλ

N∑

j=1

(xjm − zjm) yjh

∆uhn = α

N∑

j=1

K−1∑

k=1

(tjk − pjk) vkhxjn

+αλ

N∑

j=1

M∑
m=1

(xjm − zjm)wmhxjn.(12)

3.2 Recognition Experiment

Face recognition experiments were performed using the
same face database. The number of hidden units was again
set to17 and the124 images (4 images× 31 persons) were
learned and the recognition rates to the occluded face im-
ages were evaluated. Figure 5 shows the relation between
the recognition rates and the percentages of the occlusions.
The horizontal axis shows the percentage of the occluded
regions. The upper curve represents the recognition rates
of the proposed classifier while the lower curve represents
that of the multi-logit classifier, namely the classifier with-
out auto-associative memory. It is noticed that the proposed
method can recognize the face even if the percentages of the
occluded regions are about 25% for the case of rectangular
occlusions. On the other hand, in the case of the classi-
fiers without auto-associative memory, the recognition rate

is gradually decreased as the percentage of the occlusions
increases. The proposed method was achieved90.32% of
the recognition rates for the face images with sunglasses,
while the recognition rate was77.41% by the classifier
without auto-associative memory. These results shows the
effectiveness of the proposed approach to the recognition of
occluded images.
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(a) pixel-wise occlusion, (b) rectangular occlusion

Figure 5. Relation between the recognition
rates and the percentages of the occlusions.
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